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CMS EMU M&O Phase

Guidelines, Responsibilities & Scope of Work

November 11th, 2002

Final Version
This CMS EMU Maintenance & Operation (M&O) Phase – Guidelines, Responsibilities & Scope of Work document covers the description of tasks and responsibilities for the L2 and L3 management in the context of the M&O Plan preparation. L3 Managers will use this document to further finalize the M&O activities and resource loaded schedule. 

The document is split in five subsections according L3 subdivision of the M&O project. Each L3 subsection contains the following self-explanatory items:

· Expected Deliverables from Project Phase
· Overall Goals and Major Deliverables 

· Major Milestones
The L3 Activities and Responsibilities section provides the major input to the L3 Managers for the development of the M&O Project file. Every Manager is expected to develop a roadmap to deliver the products and services listed in the respective Overall Goals and Major Deliverables subsections, as well as an expanded schedule for that roadmap following the guidelines provided by the Major Milestones subsection.

0 L3 Activities and Responsibilities 

0.1   CSC Maintenance

0.1.1 Expected Deliverables from Project

· Installed Chambers with all services connected (Skew Clear, HV and LV Cables, Water and Gas connections) to the periphery of the disks.

· Chamber and FEE are installed on all disks. All mechanical interferences, if existing, have been resolved. RPC, where available, are installed. A Delivered Chamber is a Chamber working on the disk. Removal of chambers that have not achieved the Delivered Status, if necessary, is performed using Project resources. Water and Gas connections provide a closed-loop system even if the chamber installation is “sparcified”.  

· HV and LV Cable Testers are available at CERN.

· HV Power Supplies and HV Distribution boxes installed and operational.

· All electrical and electronics connections to make the HV system operational are in place.

· LV AC/DC converters boxes installed and operational.

· 400 Hz outlets, 50 Hz outlets, telephone jacks (or wireless phone connections) and Ethernet connections available on periphery of the disks.

· Connectivity of all electrical connections Checked.

· HV cables from Chamber to Distribution box and from Distribution box to HV Mainframe are installed. Connectivity is assured. LV cables from the LVDB to the AC/DC converters are installed. All Skew-Clear cables and LVMB cables are installed and checked for connectivity.                    

· Water Integrity Test and Gas Leak Check.

· All water connections are tested for obstructions and leaks. All gas connections are tested for leaks. All leaks are properly addressed and repaired. Water and gas are available for Chamber operations.

· All alignment hardware, including cables, electronics, sensors and lasers, installed and operational locally on disks.

· Accounting of spares and all available spare mechanical parts

· Mechanical spares includes spare chambers, spare HV distribution boxes and HV mainframes, spare HV cables, spare AC/DC LV converters and spare LV cables.  Complete equipment database as described in section 0.5.

0.1.2 Overall Goals and Major Deliverables

· Maintain and Repair Chambers and FEE on the disk after they have been delivered by the Project phase.

· Write Procedures to Flush Gas and Run Water through the installed Chambers.  This includes procedures for the initial startup, and also procedures, where different, for all maintenance and repair operations that will be necessary (stopping water and gas flow procedures avoiding damage to FEE, restarting procedures after repair and maintenance).   

· Define procedures for CSC HV operations and follow them in putting the chambers under HV.

· Apply HV on Chambers and define procedures for CSC HV operations.

· Portable HV system during initial phases, changing to final HV system later on.

· Apply LV on Chambers and define procedures for FEE LV operations.

· Portable LV system during initial phases, changing to final LV system later on.

· Test of Chambers mounted on disk.

· Initial phase: portable DAQ, limited capabilities (JTAG testing of ALCT & AFEB). 

· Subsequent phases: FAST site DAQ and Time Structured (Slice Test) DAQ  

· Write and debug Firmware and Software for HV and LV operations.

· Setup CSC repair procedures at CERN or out-of-CERN. Provide tooling.

· Establish FAST site at CERN.

· Provide On-Chamber alignment data to “Alignment group”

· Maintain Chamber-Cables database.

· Provide On-line Chamber monitoring with interfaces to DAQ stream and Monitoring system.

· Establish and Coordinate services to on-disk chamber.

· Establish and maintain at CERN stock of mechanical spare parts (HV, LV cables and Hardware).

· Repeat previous activities after the EMU system has been moved from P5 to the underground cavern.

0.1.3 Major Milestones

· Minimal Testing of Chambers on Disk (Start)

3/1/03
· Minimal Testing of Chambers on Disk (Completion)
4/1/05
· Portable HV, LV to Chambers on Disk


3/1/03
· Final HV to Chambers on Disk (Starts)


9/1/04
· Final HV to Chambers on Disk (Completion)

6/1/05
· Final LV to Chambers on Disk (Start)


6/1/03
· Final LV to Chambers on Disk (Completion)

6/1/05
· Gas to Chamber on Disk (Start)



3/1/03
· Gas to Chambers on Disk (Completion)


9/1/05
· On-Chamber Alignment Measurements (Start)

9/1/03
· On-Chamber Alignment Measurements (Completion)
9/1/05
· On-line Chamber Monitoring (Programs Available)
6/1/04
· YE-1,-2,-3 Operation in SX5



1/1/05
· YE+1,+2,+3 Operation in SX5



3/1/05
· All YE Operation in UX5




8/1/06 

0.2   FEE Integration and Maintenance

0.2.1 
Expected Deliverables from the Project
· Production On Chamber Electronics Boards with operational firmware, and cables. 

· Boards: CFEB, AFEB, ALCT, LVDB, LVMB

· Cables: CSC-CFEB, CSC-AFEB, AFEB-ALCT
· Production Peripheral Crate Boards with operational firmware, and cables. 

· Boards: DMB, TMB, CCB, RIM (RPC Interface Module)

· Cables: CFEB-DMB, CFEB-TMB, LVMB-DMB, RPC-RIM, ALCT-TMB, LVDB-CFEB, LVDB-ALCT
·  Fiber: CCB-TTC, TMB-Trigger
· Peripheral VME Crates with custom back-planes, power, cooling, magnetic shielding, with external interface for monitoring and controlling voltages. 

· Crate controller for interfacing DCS to VME boards.

· Boards: VME Crate Controller 

· Fiber: Ethernet
· Production Counting House Boards with operational firmware. 

· Boards: DDU, DCC

· Fiber: DAQMB-DDU
· Counting House VME Crates with back-planes, power, cooling, and external interface for monitoring and controlling voltages. Crate controller for interfacing DCS to DDU boards. 

· Boards: VME Crate Controller (Bit3)
· Local DAQ Computer Farm (surface or counting house) with gigabit ethernet PCI card. 

· Fiber: DDU-PC
· DCS computer with interface card to Peripheral crate VME controller and interface card to Local Trigger Controller board. 

· Cable: ethernet-VME controller, additional hubs and switches envisioned, coax connection to LTC
· Accounting of cables, including optical fiber, and spares. Cable data base accounting for delivered cables. Testers for Skew Clear cables are available at CERN. 

· Accounting for electronics boards and spare boards. Accounting for spare components for each board. Equipment database accounting for delivered electronics boards including repair history. 

0.2.2 
Overall Goals and Major Deliverables
· System & Installation Issues FE:

· Develop power on/off procedures 

· Address system integration issues 

· Address noise and ground loop issues 

· Determine optimal AFEB thresholds, CFEB trigger primitive thresholds and trigger mode 

· Develop methods to time in electronics, determine optimal timing constants. 

· Setup procedures for tracking and modify firmware. 

· Develop beam-off software for monitoring and diagnosing AFEB, CFEB, ALCT defining performance parameters and standards 

· Develop spy data monitoring software 
· System & Installation Issues Peripheral Crate:

· Develop VME crate power on/off procedures 

· Address system integration issues 

· Develop methods to time in electronics, determine optimal timing constants 

· Setup procedures for tracking and modify firmware. 

· Develop beam-off software for monitor and diagnosing CLCT, CCB, and DMB defining performance parameters and standards. 

· Develop spy data software which emulates ALCT/CLCT triggers to monitor trigger electronics performance. 

· Setup ethernet web (switches, hubs, etc.) for VME crate controllers. 

· Integrate RPC’s into CLCT trigger 
· System & Installation Issues Counting House:

· Set up procedures for tracking and modifying firmware. 

· Develop error monitoring software to track buffer overflows and communication errors. 

· Develop SEU reset and monitoring procedures. 

· Determine scaling of spy data. 

· Develop software to monitor trigger rates. 
· Maintenance FE Electronics:

· Organize and provide service to AFEB, CFEB, LVDB, LVMB, and ALCT and FE cables on disks 

· Develop test stand to debug AFEB, CFEB, LVDB, LVMB, and ALCT boards (CERN or USA) and FE cables. 

· Set up equipment for fixing boards, chip replacement, etc. (CERN or USA) 

· Maintain CERN stockroom for FEE replacement boards and replacement cables 

· Maintain stock of replacement chips for board repair (CERN or USA) 
· Maintenance Peripheral Crate Electronics

· Organize and provide service to VME crate, VME Controller, CLCT, CCB, and DMB and peripheral crate cables on disks 

· Develop test stand to debug VME Controller, CLCT, CCB, and DMB boards (CERN or USA) 

· Set up equipment for fixing boards, chip replacement, etc. (CERN or USA) 

· Maintain CERN stockroom for peripheral crate replacement boards and replacement cables 

· Maintain stock of replacement chips for board repair (CERN or USA 

· Service and repair CCB interface to TTC system. 

· Service and repair VME controller ethernet system (ethernet hubs, ethernet switches) 

· Service and repair of Linux slow control computer. Maintain low level driver to VME controller. 
· Maintenance Counting House Electronics

· Provide service to VME crate, VME controller, DDU and DCC boards. 

· Service and repair Linux DDU control computer. 

· Service and repair 18 Linux PC computers. Maintain low level gigabit ethernet driver.

· System management of local computers. Software upgrades, backup, data-storage, account management. 

· Service and repair optical fiber links. 
· Bookkeeping

· Coordinate “geographical” nomenclature for FE, Peripheral crate, and Counting house electronics. Maintain map between board and geographical address.
0.2.1 Major Milestones

· FEE and VME Geographical Configuration


3/1/03
· System Integration and Noise Issues at CERN(Start) 

3/1/03
· Procedures for Firmware Modifications/Tracking

6/1/03
· System Integration and Noise Issues at CERN(Completion) 
1/1/06
· First Version of FEE Diagnostic & Calibration Software
1/1/03
· Complete FEE Diagnostic & Calibration Software

6/1/05
· First Version of VME Diagnostic & Calibration Software
3/1/03
· Final Version of VME Diagnostic & Calibration Software
1/1/06
· First Version of DAQ/DDU Diagnostic & Calibration Software
1/1/04
· Final Version of FEE/VME Monitoring



6/1/06

0.3    DAQ Interface, Slice Test and On-line Database

0.3.1 Expected Deliverables from Project

· Hardware, FEE and VME boards and crates as described in 0.2.1 and 0.1.1

0.3.2 Overall Goals and Major Deliverables

· Develop DAQ System Requirement and define DAQ-Run Control Interfaces and DAQ-Trigger Interfaces
· Develop system for DAQ Code Maintenance and Management.

· Maintain Code and keep track of DAQ Configuration.
· Provide Interfaces for Monitoring and Calibration Functions.

· Accept trigger inhibits from DCS and Monitoring Functions.

· Provide (sub)set of Data Stream to DCS and Monitoring Functions.
· Write and Debug On-line Database for DAQ Operations

· Write and Debug DAQ Software for Time Structure beam test.
· Modify and Debug DAQ Software for P5 Operations.
· Adapt and modify the software to run the Slice Test. 
· Maintain and improve DAQ Software as we move into 3-station tests and Trigger Integration tests. 
· Maintain and improve DAQ Software as we move into Beam data taking

· If necessary, develop a “poor-man” Run Control System to allow stand-alone data taking in the EMU system
· Task necessary if CERN-provided RCS is not available when needed by EMU. Probably usefull for both EMU and HCAL.
· Monitor and Record FEE Settings and Firmware Configurations.
· Provide functionality to download Trigger and Calibration settings into FEE and VME Boards.

· Decide on Mass Storage and Provide Mass Storage for Slice Test in P5.

0.3.3 Major Milestones
· Package Definition for Time Structured DAQ

1/1/03
· Working Version of Time Structured DAQ

5/1/03
· Prototype Version of Slice Test DAQ


3/1/04
· Slice Test Begins in SX5




6/1/04
· Slice Test Ends in SX5




10/1/04
· Slice Test/Commissioning Starts in UX5


9/1/05
· Commissioning ends in UX5



1/1/07
0.4  DCS Controls

0.4.1 Expected Deliverables from Project - CERN

· Hardware, FEE and VME boards as described in 0.2.1 and 0.1.1

· DCS Computing Equipment (PCs) with appropriate connection to the VME peripheral Crates.

· DCS Interface to LV (LVMB+VME), HV, Alignment System….

· SCADA-PVSSII System with appropriate connections to CERN-monitored variables (Cooling, Power, Gas).

0.4.2 Overall Goals and Major Deliverables

· Organize and Collect definition for DCS quantities to Monitor

· Safe Boundaries 

· Dead/Hot Channels 

· Conditions for Trigger Inhibits.

· Define Severe Alarms, Normal Alarms, Ignored Alarms.

· Control and Monitor LV through XDAQ and VME. 
· Control and Monitor HV crates and distribution boxes, including possibility to reset them, define procedures to remove high-current sectors from HV powering database.
· Control and Monitor VME crates, including possibility to reset them. 
· Provide display and alarm levels for CERN PVVS quantities
· Monitoring of temperature, humidity, radiation, Gas, Cooling and Ventilation.
· Provide Conditions for Trigger Inhibits 
· Define Severe Alarms, Normal Alarms, Ignored Alarms
· Organize and grab information from EMU Collaboration on parameters to monitor on EMU System.
· Alignment-to-Trigger up-loading 
0.4.3 Major Milestones

· PVSSII-VMED LV Slow Control


6/1/03
· PVSSII-HV Slow Control



3/1/04
· LV-HV Slow Control/Run Control Interface
6/1/04
· Water Monitoring




9/1/04
· Gas Monitoring




1/1/05
· Temperature/Humidity Monitoring

3/1/05
0.5 Alignment-Calibration-Database

0.5.1 Expected Deliverables from Project
· All hardware to run and read-out the Alignment system

· T0 version of Alignment Software:

· Regional to global positioning

· Interfaces with DCS system developed

· Hardware Database

· Chamber and Cables Location Database

· FEE and VME Boards Database

· Equipment Repair History.

0.5.2 Overall Goals and Major Deliverables

· Develop Alignment Control and Procedures

· Define Conditions for Laser Alignment and Data Alignment runs

· Develop integrated DAQ for Laser Alignment.

· Analysis of Alignment Data and transition to Chamber Alignment parameters.

· Interface and Download Alignment parameter in Database

· Define Calibration Parameter and Develop Calibration Environment

· Calibration update frequency, beam/detector conditions, etc. 

· Develop Analysis Environment for Calibration Runs

· Interface and Download Calibration parameters in Database

· Define Alarms/Checks from Calibrations processes

· Define/Adopt CERN Database Approach

· Develop & Integrate various Database Interfaces serving the following purposes:

· Configuration Database (Calibration Status, Detector Status, Beam Conditions, Local Trigger Conditions, etc.)

· Alignment database

· History and Alarm Database

· Calibration Constants Database

0.5.3 Major Milestones

· First Integrated Laser Run on YE


1/1/04
· Integrated YE-ME Laser Run


12/1/05 
· Integration of Detector Calibration Software
8/1/04
· Integration of FEE/VME Calibration Software
10/1/04
· Database Configuration



10/1/04
· Database Interfaces Development


1/1/05
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